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Abstract

Internet accessibility and bandwidth have
improved dramatically in recent years. Since
connecting to the Internet is now so cheap, it
has facilitated the widespread and rapid
dissemination of information in the forms of
text, audio, and video. Predicting the
appropriate category for this video footage is
necessary for a variety of uses. For the sake
of human efficiency, several machine
learning approaches have been created for
video categorization. Existing review
articles on video classification have a
number of drawbacks, including limited
analysis, poor organisation, failure to
disclose research gaps or conclusions, and
inadequate  description  of  benefits,
drawbacks, and future directions for
investigation. However, we believe that our
review article comes close to surpassing
these constraints.

This research aims to provide a

comprehensive overview of the current state
of video categorization by analysing and
comparing the many approaches now in use
and recommending the way that has shown
to be the most successful and efficient. First,
we look at how films are categorised using
taxonomy, current applications, processes,
and datasets. Second, the current connection
in science, deep learning, and the model of
machine learning, as well as the associated
inconveniences, challenges, flaws, and
possible work, data, and performance
assessments. The study of video
classification systems, including their
characteristics, tools, advantages, and
disadvantages, for the purpose of comparing
the methods they have used, is a significant
part of this review. Finally, we provide a
tabular overview of key aspects. The RNN,
CNN, and combination technique
outperforms the CNN dependent approach in
terms of accuracy and independence
extraction functions.
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INTRODUCTION

Today, almost everyone in the globe uses the internet. When it comes to content dissemination
(including audio, video, text, and picture files), social media platforms are indispensable [1].
At around the same time, people express their feelings on social media about that same feature
so that other users may rapidly learn the whole story; for this reason, user opinions are utilised
to gauge public sentiment. However, it is difficult and time intensive for consumers to hire a
person to analyse the opinions of individuals via the vast amounts of material available.
Scientists describe a machine learning strategy for data mining in order to gauge public opinion.
For the purpose of discovering people's perspectives by collecting and analysing social and
other resources of subjective information, video classification is a subfield of mining that
applies NLP to text and machine linguistics to video. The deep learning technique has shown
to be the most trustworthy and productive of the available options.

The methods for video categorization are compared and contrasted in this research. Several
review and survey papers have been published on the topic of video categorization. Here we
detail the works of a few recent review articles with their strengths and weaknesses. [2]
Provides a great overview of deep learning with applications to video categorization and
captioning. Although the deep model, data, and feature extraction techniques are all well-
described, research gaps, benefits, and performance are all left out of this assessment of deep
learning-based approaches to video categorization. Q. Ren presented a short overview of video
categorization techniques in 2019. This is a fairly brief overview, since it only describes a
method for classifying videos. Approach, dataset, performance indicators, research needs, and
current method constraints are not described. In 2020, Anusya has provided a brief overview
of methods for categorising videos [4]. This article only introduces the topic of video
categorization for tagging and describes a few of the most up-to-date available methods in the
field. This review is deficient in many key areas, including coverage, discussion of study
constraints, and use of appropriate tools and methodologies. Rani [5] just conducted an analysis
on video tagging in 2020. New methods for categorising videos are discussed, as well as a brief
synopsis of related studies, in this analysis. Lacking a more in-depth explanation, as well as an
analysis of the most current job to identify research output, gaps, and findings, are some of the
work's major flaws. By 2020, a new, comprehensive evaluation [6] on the topic of classifying
live sports videos will have been completed. This article provides a thorough presentation of
the most up-to-date research on live sports video categorization, including related tools, feature
extraction, video interaction characteristics, etc. This is a more in-depth analysis, and there is
no table summarising the review's findings, research gaps, or the benefits and drawbacks of
already used approaches.

The above justification suggests that most reviewers have conducted historical research
reviews in the past. Recent reviews often include an overview of the methods together with
descriptions of relevant findings. Similar patterns of categorization may be seen in the
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conventional survey paper for video research, whether we're talking about comparative or
associated studies. Our research study paper is different from the others since we used a variety
of critical research methods. The following are some of our most significant contributions to
this review article:

First, we'll have a roundtable discussion on the classification taxonomy, current applications,
tools, and data stores for videos.

Include future projects, data, performance measurements, and pertinent contemporary
references to science, deep learning, and a model of machine learning in your discussion of the
overall drawbacks, problems, and obstacles.

Third, by comparing the various methods, we can objectively examine the tools, benefits, and
drawbacks of various video categorization systems. Display a summary table of chosen
features.

Here's how the remainder of the paper is laid out. Background information on the study of
video categorization techniques is provided in Section 1. In Section 2, we provide an in-depth
evaluation of the most recent studies, including an outline of their key characteristics,
limitations, and suggestions for further study. The research technique used in this overview is

shown in Figure 1.
Introduction |

Problem statement and overall methodology of this review
Basic description on Video classification architecture

Introduction to dataset and related study

Description of performance metrics in Video classifiaction

\/

Recent application of video classification

Fig. 1. Overall methodology of this review
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Engineering for video categorization

It is important to follow the prescribed sequence while using a video categorization algorithm.
The foundational procedures for video labelling are shown in Figure 2. The data collecting
phase is followed by the feature extraction and feature matching and classification technique
execution phases. Video, text, audio, and picture data may all be reviewed as part of the data
collecting process. The preprocessing stage of video processing involves a number of crucial
steps, including the aforementioned video conversion, segmentation, and analysis, all of which
are necessary for further feature or information extraction. The core of the video classification
process is the application of an algorithm to the steps of feature extraction, feature matching,
and feature classification.

Data collection(Vndeo) Data collection

!

Data conversion
(Video to frames)

: Data pre processing
Preprocesing of videos

(Ehanching/smothing/Noise removal etc)

!

Segmentation
(Getting ROI)

v

Feature selection

Execute method (Machine learning
Or others)
i Method or model
exceution

Feature identification

Turing parameters

i Matching sentiment
Video feature matching feature selection

Prediction of
classification

Fig. 2. Basic steps in video classification

Videos are classified using a data set

There has been a substantial time and effort investment in media-related study domains from
several scientific and research institutions in the collection and annotation of video data sets.
The most popular datasets are YouTube-8M, HCF-50, HCF-101, HMDB51, and many more.
Weizmann, KTH, and Hollywood are examples of the smaller data sets; although their total
number and video formats may be lower, they are very well-labeled. In addition, the medium
set data has over 50 pictures including UCF101, Thumbos'14, and HMDB51. Google's massive
data set from YouTube (8M videos), the Sports 1M database, ActivityNet, the Kinetics
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database, and others. Table 1 provides a summary of the data. Here, only the Weizmann and
KTH datasets remain unchanged throughout time.

Table 1. Summarv of Video task dataset

Name of the dataset Year Number of video categories Amount of video
Welzmann 2003 g g1
KTH 2004 y 2361
Hollyvwood 2008 g 430
UCF30 2012 50 6676
HMDB31 2013 51 6474
UCF101 2012 101 13320
Thumos® 14 2014 101 18394
Youtube-8M 2016 4800 8264650
Sports-1M 2014 87 1133158
ActivityMNet 2013 203 27901
Kinetics 2017 400 306245

Video categorization performance metrics

In this part, we outline the most widely used criteria for evaluating the effectiveness of video
categorization systems. Effectiveness of a dataset method may be shown with the use of
performance metrics. Precession (Precision measurements are undertaking positive meaning
determination), Recall, and other performance analysis processes all fall within the purview of
video categorization (Precision tests are percentage tests for productive detection of positive
result of the classifier). However, some of the performance metrics used to evaluate video
classification studies are included in Table 2 below. The results of similar studies, measured in
Table 2, are presented below.

Table 2. List of Performance Metrics used in video classification

Performance metrics Reference and Year
Accuracy [7]-2020, [8]-2020, [9]-2020
Precession [8] [9])-2020

Recall [8] [9]-2020

F1 Score [8] [9]-2020

Micro F1 [10] [11]-2020
E-Fold:3,5,10-fold [12]-2019

Classification of videos and their uses

Video categorization has a wide variety of uses. In Table 3, | include a few of them together
with references to their most recent works. When using video for a firewall duty, the user must
be certain that only the specified forms of video are permitted. Video analysis may be used for
a wide variety of purposes, including but not limited to the following: live streaming prediction,
action recognition, violence detection, character identification, traffic management, social
media analysis, emotion analysis, movie review, and event prediction.
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Table 3. Summarv of Application of Video classification

Name of Applications of Video classification Authors and Years
Violence detection from video of real time game [7]-2020

Video Scene classification [13]- 2020

Event prediction [9]- 2020
Animation movie video classification [8]- 2020

Sport plaver action recognition [14]- 2020

Twitter video classification [15]- 2020

Stock Market prediction [16] - 2020

Movie video trailer classification [17]-2020

METHODS FOR FILTERING VIDEO CONTENT

Since there are so many videos out there, it's crucial to have a reliable system for categorising
them. The primary goal of the video classification technique is to categorise videos according
to their intended use (e.g., for sports, movies, comedic videos, educational purposes, etc.).
Video may be broken down into three categories: audio, visual, and textual. There is also the
option of utilising a hybrid strategy (combining two or more algorithms) to classify the videos.
Video classification methods are shown in a taxonomy in Figure 3.

Automatic Video classification Technique

.
v N v - v

|Te>r.t based approach | Audio based approach _ Video based approach

: : —» Color Bsed
Closed caption Time domain

—» Shot based
OCR -» Freguency

—» Object based
Fig, 3. Taxonomy of Video Classification Approaches

Strategy based on Textual Analysis

During this procedure, we create video texts and assess their classifiability. It's possible that
this writing is either plainly legible, or that it was transcribed from spoken words. In the first
group, we find the process that produces digital text. Details such as the scoreboard, player's
jersey number, on-screen text, and so on are all examples. OCR could be used to get the text
out of images like those [18, 19]. Throughout the second grouping, the text is extracted from
speech by voice recognition. Subtitles and closed captions are the most common use of this
method. Songs and pet noises are two examples of the many types of audio that benefit from
closed captioning. Videos often have subtitles added for clarity.
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Method based on sound waves

The fact that audio processing requires less time and effort explains why it is being employed
more often than text-based analysis. The data associated with audio takes up far less space than
that of video or text. Audio processing involves sampling a single sound and then inspecting
each sample for a set of attributes. The samples may overlap in certain cases. Functions might
be based on either the time domain or the frequency domain.

Method based on videos

Since most vision-dependent information is understood by humans, the method was employed
by the vast majority of academics. Some writers have used visual elements like music and text
when it was essential. Ability to see is mostly acquired from collections of still images or
motion videos. One of video's defining characteristics is its resemblance to a series of still
images. Alternatively, we may call what we see on a video a series of still images. Color,
motion, and length of time in frame are common visual features. These aspects must transmit
information about the video's illumination, movement, backdrop, or frame rate.

Methods for classifying videos: a comparison

Based on the explanation, it is clear that each method has its own unique workings and success
outcomes; thus, we give a comparison table that ranks the methods according to how well they
fit into the context of current applications. The benefits and drawbacks of every approach are
laid forth in Table 4.

Table 4. Comparison among video classification approach.

Classification Feature list Advantages Disadvantages
Method
Text Based Video Optical Character Recognition Higher accuracy Expensive in computation
Classification Closed Captions features Higher Higher error rate
Speech Recognition dimensionality Worlss of text-based format only.

Audio Based Physical Features as well as Short length, Difficult to differentiate multiple and

Video Perceptual Features Computationally similar sounds
Classification cheaper
Video Based Color Based Features, Easily implemented. Large size

Video Shot-Based Features and Not in converted Computation is expensive
Classification Object-Based Features representation. Pre-processing is needed

Identification of shots, track is difficult

Video Classification Methodology: A Historical Perspective

Common techniques include the supervised SVM and CNN as well as the unsupervised. The
video categorization system provides a wide range of answers (LSTM, GRU etc). In this part,
we will look at the most popular approaches to video categorization, highlighting their
underlying mechanisms, practical benefits, and drawbacks. Dictionary-based Naive Bayes for
video categorization [8]. It has been shown that a classifier based on Naive Bayes functions
performs better than other models if the assertion of independent predictors is true. Inference
via independent predictors is the basic model that Naive Bayes attempts to mimic. Similarly,
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support vector machines (SVM) is a popular detection approach used in video classification
[20]. The categorization of videos on the internet is another method used to detect hate speech
[14]. Working with a support vector machine (SVM) tool to categorise the pilot and to weight
production to enhance classification accuracy was another task related to Twitter video
classification [9]. When data is noisy or there is overlap between target classes, the SVM
algorithm struggles to perform effectively.

Video labelling may be accomplished in a number of ways using K techniques. Recently, Peng
[13] completed another another video categorization assignment. To segment videos and
recover their visual characteristics, this method is utilised. The regular k-means aggregation
approach improves the original grouping values of labialized video samples. When we have k
smalls, k-means calculation is often quicker than hierarchical clusters. The HMM (Hidden
Markov Model) is used for classification and extraction, however the K-proximate neighbour
(KNN) approach is simple and quick to implement, with the downside being that K-value is
hard to predict. Real-time video surveillance using R-CNN and HMM, with a focus on the
research of children's facial speech [21]. Advances in HMM Methodology Different-length
inputs are the simplest generalisation for sequence data, and there is a strong theoretical
foundation for quick learning algorithms using raw sequence information.

There are a few problems with HMM. There are a large number of loosely defined criteria in
HMMs, and they cannot depend on any hidden states. An effective deep pipeline template-
based designs to accelerate the full 2-D and 3-D CNNs on FPGA [22] is shown in a work that
demonstrates that 3D CNN is better suited to the categorization of the video. Three-
dimensional deep convolutional neural networks were employed for action recognition [23]. In
3D convolutions, both spatial and temporal data may be properly combined. Plan for the future
Recurrent neural networks directly translate temporal dynamics to video frames of varying
lengths. An RNN does this by creating knowledge-preserving looping networks [24]. This
iterative loop structure will be used by the neural network to store the input sequence. This is
how the RNN works. RNN uses the past feedback to help us find meaning in every situation.

There are two different LSTM varieties in RNN, in addition to the other kind, GRU. A recurrent
neural network (RNN) with long short-term memory (LSTM) neurons is being trained on SIFT
characteristics in sports videos [25]. The reliability of Baccouche work has been well admired.
With the development of deep learning algorithms and architecture, function extraction can
now be done mechanically. RNN might be fine-tuned through back propagation. The 2D Gated
Bidirectional Neural Networks were used on new, higher-quality footage to detect aggressive
behaviour. Gated Return Units (GRUSs) are an existing CNN feature that Kyunghyun created
[26]. When compared to other methods, deep literacy has been shown to be more dependable
and effective [27]. The method of instruction is more efficient. The video categorization system
using deep learning is compared in detail in Table 5.
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Table 5, Overall comparnison among deep leamming-based method for video classification.

Model Advantage Drawback

2D CHNN Can capture spatial feature. Can capture spatial feature from video data

3D CHNN Can capture both spatial and temporal feature. Expensive for its 3D structure for working

RNN Can capture both spatial and temporal feature  Has short memory ability, could not be able in real
from sequence data. sifuation.

LSTM Can capture both spatial and temporal feature  Gradient explosion, Takes more training time.
from sequence data.

GRU Can capture both spatial and temporal feature  Thereset gate of GRU controls if the previous hidden
from sequence data in a faster time siate needs to be ignored.

Discussion of findings, including an evaluation of relevant literature, on the topic of Video
Categorization

To overcome the shortcomings of currently applicable methodologies, several deep learning
systems may use extensive data collecting and processing power to achieve higher levels of
precision and accuracy. In this section, we examine the most up-to-date developments in video
categorization and offer our findings. Data, techniques, model, kind, advantage, and
disadvantage of the most up-to-date video classification methods in 2020 are presented in
analytical style columns in Table 6. There are a number of related papers in the literature on
video categorization. The two main categories of conventional techniques are classical machine
learning and deep learning. Video categorization often employs the support vector machine
(SVM), a technique that employs Naive Bayes and Dictionary [8]. Multiple approaches to
video categorization using the letter K. Peng [14] just conducted some work to classify videos.
The most recent study [28] employed the Random Forest algorithm to classify videos found on
YouTube. Video categorization using K-nearest neighbour diagrams and the end-to-end
information diagrams [29].

Real-time video surveillance using R-CNN and HMM, with a focus on the research of
children's facial speech [21]. Automatically identifying certain input data or vine frames allows
a deep learning structure to learn then represent data across multiple processing layers [30].
There's no need for unique 1Ds or extractors that are useful in most architectural designs. In the
deep learning approach, for instance, it is the local properties of an image that are first learnt,
rather than the global context [31]. Methods of deep learning that can detect subtle or nuanced
behaviour are the subject of intensive study [32]. The convolutional neural network (CNN),
the repeated neural network (RNN), and the long-term memory are all examples of popular
deep learning models (LSTM). Success with a high accuracy of deep learning technology in
such a visual job inspired its application to video data processing. At initially, CNN runs
independently for still-image data extraction [23]. Despite this, 2D-CNN is unable to collect
transient information from video streams. The study [33] evaluates CNN with LSTM-RNN and
identifies the possibility for a stronger development of Recurrent Convolutional Neural
Networks; it employs CNN for the huge video categorization and demonstrates that the slow
melting system performs better than the normally early fusion model. In [35], a CNN with a
two-stream structure is being employed, with one stream responsible for spatial functionality
and the other for temporal.
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Activity and behaviour recognition are achieved by the use of description and CNN in [36]
research. Grade bundling encrypts information about certain time periods by combining video
frames together. The method for learning will use the synergies between neural network
convolutions to achieve Bilevel optimization. Batch standardisation and the CNN extractor
Optimizing performance with an LSTM function extractor is another possibility [37]. To
represent the interdependencies between features, [38] proposed non-linear context gating,
which was then utilised to categorise films. The solution to this issue for 2D CNN is 3D-CNN,
which is built to recover both spatial and temporal information from video frames [39]. This
RNN then proceeded to the behaviour identification phase. Knowledge of time, both present
and past, may be recorded effectively using the RNN-based method [40]. The data we have
now allows us to make this prediction. However, in practise, the short-term memory of RNN
design cannot be increased. To help with this issue, the LSTM model was proposed. The time
sequence of a movie may be determined by using this model. When and why a secret state is
stored in the LSTM model's memory device is up for grabs [41]. Due of its superiority, the
LSTM model is widely used in computer vision applications like action recognition. Recent
methods for video categorization are summarised in Table 6.
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Table 6. Video classification recent approach

Au- Type Tazk Levicon or Performance and Dt Apprw Videoamaly® Type Advantage Dizadvantage
thor dataset domain ach Features of orfinding: orlimitations
Amd data
Year
[17]- Desp Vidso LMTD-S, Thea combinad acouracy of BEi- Can aocguirs  WVidso Can Parformanca
2020 lesmi movie MMTF-14, ILDMat for LMTD-2, LETM, dizcriminative and 1200EDiZe limited
ng ans  and ML- NIWMTF-14, and ML-25M1 and  compe=henzive sintypas of peadsfined and
Lyrziz 25M B6.15%, B3.06%, B5.3%  LETM  higher laval emotion comparsd
raspactivaly features with a from vidso EmoGDE
i g trailars datasat content
combination of
Incaption V4, Bi-
LETAL, and alzo
LETM layer=,
[[F De=p Vidso Hockay Acouracy:08% 1D A simpls end-to- Video Can detact Works with
2020 lesmi vwio- gamedatssat CH, end desp leaming violenoein  small datasst
ng  lamoas | Violsnt BiGF. mathod to find vidap Highar training
datect- Flow datass T violencain video =i tima.
ionm  and Video zaquance: with
Fozal Lifz CHN and FINM.
Vielanca
Situations
datazat
[fF Mach Videp  Chilsan Diatas=t 1: Highest acouracy Bayesi  BOW Term Vidso  Provides EBiazs=d to
2020 ins a=nalysi carthquaks  with BVM 0.B12=0047, BAF an  docement mathx good result  hashtas, Haavily
leami z and Catslan TAN got hichest Precezssion  petwor (TDM) fior twest by using  time and event
nz indapendanc  .B0E=D.003 F1 Scome with k to vactor Bayaz dapendant
2 SV of 0.B00=0.042, clazzifi representation claszifier
reforendum = BFTAWN got highsst Facall a3, with
0.B8E=0.003. Datasst-1 Tzaz Dir=ctad
‘highezt : BF got highest TAN acyclic
pezcazsion 0.922=0.002, FF andEF EraEph
highest accuracy TAN (DAG) for
0. B58=0.008, Highest Facall twitter
0.985=0.008 by 5VML FF =t Comments
highest F1 Soore 0. 9082000, emotion.
[13]- Hybri Vidsp Habsmman Acouray: Habsrman zub- CHK, Clustsring vidso Videp Handla — Diatasat iz zmall
2020 d  apalvs gub-liboary library 72%, German Credit E using k means multi-wizd Acowacy iz not
] data Datasub-libeary T5%, Hastt  means algorithm. faateres high.
Geman sub-library data 22%
Cradit Data
zub-libaary,
Haart sub-
library
datazat, TICT
data
[2]- Hybd Emeotic Danmaln  The Fl scores by SD-IE iz Sentim Can classify vide Text Can classify Diomain
2020 d n raianms B2.3% fior positive class and ant zantiment and and  zoven widsp depandad
analyzd alzo 93.6% fog the nagative  diction opinion Video santimant
= from clasz. Al shows good result  ary and
Vidao fiod precession and recall. =nd
nalva
ez
[21]- Desp Vidap  Climdcal Mean averass precizion i3 HMM, Diees infamt  Imas  MNicely do  Unsbleto handls
2020 lesmi analys  datasat fior 21.9% and al=o B4 8% for CHNN  oxpressionz and @ 2 owpression  tempods] data
ng z of imfamt four infant expressions and glzo the stafes dataction,
infant oxpreszion thees states avaleated with dataction, object Ttilization
both clinical and daily tracking and of HiL
daftasats. Precizion fog diatection with CHIN iz
dizoomfort detaction 90%. Compenzation oo,
with HWM and F-
CHHN.

Various approaches to video categorization using text, audio, and video feature extraction may
be found in the literature. Each algorithm, such as HMM, ANN, SVM, or RNN, has its own
strengths and weaknesses. By combining two or more of these strategies, you may get the
benefits of both plans at once.
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Brief overview of feature-based video categorization methods

In order to make an educated guess as to the final result of video categorization, several
techniques are used. The parameters of a multilayer neural network are learned and fine-tuned,
and the network is normalised and supported by a deep learning and machine learning based
video categorization system. In this part, you'll find a concise table summarising the specifics
of the techniques used to categorise the videos. To get optimal results, mixed or deep learning
makes use of both traditional machine learning and underlying neural network models. Video
categorization makes use of a wide variety of techniques and algorithms. In this article, we
provide a high-level summary of the systems and methods currently in use for video
categorization. Based on the approaches, resources, and algorithms used, we selected the
twenty characteristics shown in Table 7.

Table 7. Features used in video classification method.

F1:3DCNN F8:.CNN F15:Dependency tree
F2:Bandom Forest F9:Naive Baves F16:Machine leaming
F3:HMM F10:Postag F17:Deep leaming
F4:GMM F11:ENN F18: Hybrid

F5:2D CNN F12: Capsule network F19:Thdf

F6:RNN F13.1L5TM F20:K means

F7:Support Vector Machine  F14:GRU

Table 8 provides a concise summary of modern machine learning-based categorization
algorithms. The twenty characteristics chosen from Table 7 are the subject of this table. With
this presentation, we are introducing recent work and use a sign to illustrate the marching
features with twenty characteristics.

Table 8. Overview of feature-based video classification.

Authors and Year |F;|F2|F3 |F4|F5|F6 |F7|FS| F9 | F9 |F11| F12 |F13|F14/F15|F16/F17|F18/F19|F20
[7}-2020 v v v v
[91-2020 VN
[13]-2020 v
[2]-2020 v
[14]-2020 /
[21]-2020 J ol
[15]-2020 v | v
[28]-2020 7
[42]-2020 7
[391-2017 7
[40]-2016 v
[41]-2013 v v |
[43]-2009
[29]-2017 v
[16]-2018 v
[17]-2020 S S

el L

“
<
.

“
<

N EN BN EN EN EN N R N N R R R

12/17 | Corresponding Author: LIN ZHENQUAN!. Research Scholar Lincoln University College
Malaysia .



AN ANALYSIS OF VIDEO CATEGORIZATION, INCLUDING ITS APPROACHES, RESULTS,
PERFORMANCE, PROBLEMS, SOLUTIONS, AND FUTURE DIRECTIONS

The next steps and difficulties in video categorization

In the long run, this study might be expanded to include more techniques. However, efficient
video categorization relies heavily on the properties of frames as well as frame retrieval.
Additionally, patterns can improve the accuracy of classifications. An further obstacle may
arise from the incorporation of increasingly diverse forms of video into the dataset with
improved efficiency and general functionality, calling for investigation of techniques that
explicitly define camera motion. We need this so that we can categorise lengthier films, detect
several actions inside a video, discover relationships between videos, and categorise the actions
of various objects within a video. Trending work in video categorization is the prediction of
live-streamed video games.

CONCLUSION

This article provides a comprehensive analysis of many video categorization approaches and
methods, discussing their merits, shortcomings, difficulties, data summaries, research voids,
and overall performance. Based on this paper's analysis. It has been determined that a video-
based technique is superior than textual or aural approaches for classifying videos. Text
extraction has replaced video categorization as the least used procedure. Although audio and
video feature extractions have their uses, it is clear that the performance of classification tasks
may be improved if equal weight is given to the gathering of visual and aural information in
the video itself. In contrast, audio-based solutions need less processing power. In addition, we
have the option of using several techniques to recognise films, allowing us to circumvent the
shortcomings of currently used approaches. To develop novel methods, we will first segment
photos, then apply the threshold to distinguish between them, and last categorise them. It's
possible that we'll utilise a categorization system that predicts how movies, games, and events
will do. This is your opportunity to categorise films based on their content, such as the movie's
theme, the music used in it, the intensity of the battle scenes, or the comedy of the comedic
moments. Numerous approaches have been developed and shown effectiveness for video
categorization. In addition to highlighting the benefits of new approaches, this review article
highlights the drawbacks of existing methods, such as their inability to process multiple
features simultaneously, their comparatively lengthy training periods for deep learning and
traditional machine learning, and their subpar accuracy when dealing with multilevel videos.
Researchers may capitalise on current tendencies and open doors by working to improve video
categorization. To categorise lengthier movies, to identify various actions inside a video, to
discover relationships between videos, and to classify the behaviour of several objects within
a video. Video categorization is a growing field, and predictions for live-streamed video games
are on the rise.
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